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Traffic surveillance was initially carried out directly using CCTV, but this kind 

of surveillance was not possible for a full day by the security forces. In addition, 

with the increasing growth of vehicles in Indonesia, a method is needed that can 

be used to assist security forces in monitoring traffic such as detecting and 

automatically counting the number of vehicles. Therefore, in our research, we 

propose a method that can detect vehicles, and count the number of vehicles 

from video recordings on the Bintara Bekasi toll road using background 

substraction methods such as gaussian mixture models and morphological 

operations. The results showed that the vehicle detection accuracy rate was 

86.3636%, the precision was 89.0625%, and the recall was 96.6101%. In this 

study, vehicle classification was also carried out based on the detection results 

into two types of vehicles, namely cars and trucks. From the results of the 
research, the classification accuracy rate was obtained at 85.9649%. 
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INTRODUCTION  

Traffic conditions in Indonesia, especially in big cities, with the example of the case in Bekasi city 

have begun to be monitored by CCTV which is used to monitor traffic, and in several places it is used to 

monitor the number and types of vehicles passing through a road. Traffic surveillance using CCTV is 

usually carried out directly by security forces, however, it is impossible to supervise the surveillance for a 

full day by the security forces. Therefore we need a method that can be used to assist security in monitoring 

traffic, such as detecting and counting the number of vehicles automatically. 

Several studies have been conducted in the field of vehicle detection such as Rad using mean filters 

to get the background and foreground from the video. In his research using the mean filter, it was found 

that the vehicle detection accuracy rate was 73.1333% (Rad et al., 2010). Next, Qing Tian used the Support 

Vector Machine (SVM) and used Histograms of Oriented Gradiens (HOG) to extract the background. In 

his research, Qing Tian detected a vehicle in a traffic condition that was not heavy so that it obtained an 

accuracy rate of  97.07% (Tian et al., 2013). Kosasih used the Eigen Background generated from the 

Principle Component Analysis (PCA) to get the background. In his research, the detection was carried out 

when the traffic was not heavy so that an accuracy rate was obtained of 95% (Kosasih et al., 2020).  Next, 

Kosasih uses running average background substraction to get the background and foreground of a vehicle 
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video. In his research, the detection was performed when traffict was heavy, so that an accuracy rate was 

80.43% (Kosasih & Arfiansyah, 2020). 

In previous studies, several researchers conducted vehicle detection in conditions that were not 

crowded and had not classified the type of vehicle. In this research, we propose a method that can detect, 

classify vehicles, and count the number of vehicles from the video recordings, namely the background 

substraction method using Gaussian Mixture Models (GMM) and morphological operations. 

 

RESEARCH METHODS  

In this chapter we discuss the research stages of vehicle detection using Gaussian Mixture Models 

background substraction which can be seen in Figure 1. 

 

Figure 1. General Framework of This Research 

The first stage in this research is taking video of the vehicle. Video shooting was carried out on a 

road in the Bintara Bekasi area. After that, to detect the vehicle, a video background search was carried out 

using the Gaussian Mixture Model method. 

1. Gaussian Mixture Model 

The first step in finding moving objects in a video is getting the background of the video. The 

background is an image in which there are objects that are not moving while an image that contains 

moving objects is called the foreground. In a video, the background and foreground are always 
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changing, so we always have to update the background on each frame (Rostianingsih et al., 2008). 

Changes that may occur in the background are changes in light intensity from daytime to evening, 

changes in the shadows of objects in the background caused by changes in the position of the sun, 

changes in the position of objects in the background, adding objects in the background, and so on. To 

reduce errors that occur due to background changes, an adaptive background is needed, which is a 

background that can adjust to changes that occur in the background (Wang et al., 2013). 

A common adaptive background method is averaging the combined pixel values of all 

consecutive inputs (Stauffer & Grimson, 1999). However, this method does not work well if given the 

input which has many moving objects. Therefore, in order to cover the shortage, in this study used 

methods of adaptive background mixture models such as Gaussian Mixture Models. 

Gaussian Mixture Model (GMM) is a density model that consists of components of Gaussian 

functions (Gu et al., 2007). The components of this function consist of different weights to produce a 

multi-model density. In our research, GMM is used to model the background colors of each pixel. 

Each pixel has its own GMM and the data processed is the pixel color obtained from the input. GMM 

models are formed from time-based pixel color data. The model that is formed is divided into 2 parts, 

the background model and the foreground model. 

The number of GMM models used will affects the number of background models. If the number 

of GMM models used is getting bigger then the number of background models owned by a pixel will 

increase. There are several stages in the GMM method, namely the stage of matching input to 

distribution and the stage of selecting a distribution that reflects the background. At this stage the 

inputs are matched against all distributions until the most suitable distribution is found. A pixel is said 

to be included in a distribution if the pixel value is within 2.5 standard deviation of a distribution as 

in equation (1). 

 𝜇𝑘 − 2.5𝜎𝑘 <  𝑋𝑡 < 𝜇𝑘 + 2.5𝜎𝑘  . (1) 

Where 𝑋𝑡 is the vector of the pixel color (𝑅, 𝐺, 𝐵) at time t, 𝜇𝑘 is the vector mean (𝑅, 𝐺, 𝐵)  from 

Gaussian to kth, and 𝜎𝑘 as the standard deviation from Gaussian to kth (Nascimento & Marques, 

2004). If the pixel does not match all the existing distributions, then the pixel is considered as the 

foreground and a new distribution is created by replacing the distribution that at least reflects the 

background. The new distribution has mean values corresponding to pixel values, high variance 

values, and small weight values. 

At this stage, an update is made on the value of the later GMM parameters used to process the 

next input. The updated values consist of weight, mean, and variance. Weight values are updated every 

time. To update the weight value, we use equation (2): 

 𝜔𝑘,𝑡 = (1 − 𝛼)𝜔𝑘,𝑡−1 + 𝛼(𝑀𝑘,𝑡)  (2) 

 𝑀𝑘,𝑡 = {
0, 𝑖𝑓 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 𝑛𝑜𝑡 𝑚𝑎𝑡𝑐ℎ𝑒𝑑  

1,             𝑖𝑓 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 𝑚𝑎𝑡𝑐ℎ𝑒𝑑    
. 

Where 𝜔𝑘,𝑡 is the weight from Gaussian to kth at time t, 𝛼 is the learning rate and the value of 

𝑀𝑘,𝑡 is 1 for the suitable model and 0 for the other models.  

After the weight value is updated, normalization is carried out so that the total weight of all 

distributions is not more than 1. The mean value of a distribution is updated whenever a pixel value 

matches that distribution. To update the mean value, equation (3) is used: 
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 𝜇𝑡 = (1 − 𝜌)𝜇𝑡−1 + 𝜌𝑋𝑡  (3) 

 𝜌 = 𝛼𝛾(𝑋𝑡|𝜇𝑘, Σ𝑘)   

 𝛾(𝑋𝑡|𝜇, 𝛴) =
1

(2𝜋)
𝑛
2 |𝛴|

1
2

𝑒−
1

2
(𝑋−𝜇)𝑇𝛴−1(𝑋−𝜇)

 .  

Where 𝛴 is the covariance matrix, |𝛴| is the determinant of the covariance, the power T is the 

transpose matrix, the power -1 is the inverse matrix, e is the exponent, 𝜋 is phi, and n is the size of the 

vector X (𝑅, 𝐺, 𝐵), where the covariance is obtained from equation (4): 

 Σ𝑘,𝑡 = 𝜎𝑘
2𝐼 .   (4) 

With 𝐼 is the identity matrix and 𝜎𝑘
2 is the variance from Gaussian to kth. The standard deviation value 

of a distribution is updated whenever a pixel value matches that distribution. To update the standard 

deviation value, the formula (5) is used: 

 𝜎𝑡
2 = (1 − 𝜌)𝜎𝑡−1

2 + 𝜌(𝑋𝑡 − 𝜇𝑡)𝑇(𝑋𝑡 − 𝜇𝑡) .    (5) 

The next stage is choose background distribution. At this stage, models that reflect the 

background are selected. First, the models are sorted according to 
𝜔

𝜎2 so that the distribution that best 

reflects the background remains on top and that does not reflect the background at the bottom which 

will be replaced by another distribution. To select the first distribution which is used as the background 

distribution, the formula (6) is used: 

 arg min𝑏(∑ 𝑊𝑘
𝑏
𝑘=1 > 𝑇) .    (6) 

Where 𝑇 is the smallest proportion of data that should be calculated as background. In this research, 

we use T = 0,7. 

2. Background Substraction 

Background substraction or also known as foreground detection is one of the steps in computer 

vision which is a process to detect significant changes that occur in a video frame (Putri, 2016). The 

purpose of background substraction is to separate the object and the background so that movement of 

an object can be detected. The result of background substraction is usually input which will be 

processed again at a more advanced level such as tracking the identified object. 

The way the background substraction works is the frame when (𝑘 + 1, 𝑓(𝑘 + 1)) is reduced by 

the frame at (𝑘, 𝑓(𝑘)) the frame when 𝑘 is considered the base frame or fixed frame, so that the 

difference in image position at 𝑘 + 1 (represented by the values of each pixel in the matrix) will be 

subtracted by the position of the image at time k (represented by the values of each pixel in the matrix). 

The image of the result of the background substraction process is shown in Figure 2. 

3. Morphological Operation  

Morphological operations are operations used in binary or black and white images to change the 

structure of the segment contained in the image (Kosasih, 2020). Segmentation is done by 

distinguishing between objects and backgrounds. 

Morphological operations have 2 basic operations, namely dilation and erosion, and 2 other 

operations that are useful in image processing, namely the opening and closing which are formed from 

2 basic operations of dilation and erosion  (Susanto, 2019) .  
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Dilation is an operation on morphological operations that will increase the size of the object by 

changing the value of each pixel with the maximum value of the surrounding pixels. This can increase 

the number of each object's edge pixel in the image (Kadir, 2013). Dilation can be expressed by a 

formula (7). 

 𝑔(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ⊕ 𝑆𝐸 .    (7) 

The erosion is the opposite of the dilation operation, in that the erosion operation will reduce the 

number of pixels by changing the value of each pixel with the minimum value of the surrounding 

pixels which will result in the loss of the object edge in the image (Umam & Negara, 2016). Erosion 

can be expressed by mathematical formula (8). 

 𝑔(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ⊖ 𝑆𝐸  .    (8) 

The opening operation is a combination of the 2 basic operations of dilation and erosion. The 

step is to do erosion on the original image and then proceed with the dilation operation. This operation 

is used to remove small objects and smooth the boundaries of large objects without changing the 

object area significantly. The opening operation can be stated by the formula (9). 

 𝑓(𝑥, 𝑦) ∘ 𝑆𝐸 = (𝑓(𝑥, 𝑦) ⊖ 𝑆𝐸) ⊕ 𝑆𝐸 .    (9) 

The closing operation is the opposite of the opening operation, where the step is to do the dilation 

first and then follow the erosion operation. The operation functions to remove small holes in the object, 

thereby combining adjacent objects and smoothing the boundaries of large objects without changing 

the object significantly. The closing operation can be stated by the formula (10). 

 𝑓(𝑥, 𝑦) ⦁ 𝑆𝐸 =  (𝑓(𝑥, 𝑦) ⊕ 𝑆𝐸) ⊖ 𝑆𝐸 .    (10) 

4. Bounding Box, Centroid and Boundary Line 

Bounding box is a list that contains points (points) that represent a curve of an image. This picture 

can vary depending on the situation at hand. The bounding box is taken from the coordinates (x, y) of 

the object and w, h are the width and length of the bounding box itself. The purpose of providing 

bounding boxes is to mark, analyze, and recognize objects. 

The bounding box uses the countour of the image that has been segmented using the previous 

morphological operation and then the object recognition process is carried out and the calculation of 

the curve points on the moving object. Then from these results the vehicles can be calculated and 

grouped based on the area of the bounding box.  

To count the vehicles, we make a boundary line and centroid of vehicles. When the detected 

object has a centroid and the bounding box crosses the boundary line, the object in the form of a 

vehicle will be counted. The centroid is the equilibrium point of an object which can be determined 

by the formula (11) (Kosasih & Arfiansyah, 2020). 

 �̅� =
∑ 𝐴𝑖𝑥𝑖

𝑛
𝑖=1

∑ 𝐴𝑖
𝑛
𝑖=1

 dan �̅� =
∑ 𝐴𝑖𝑦𝑖

𝑛
𝑖=1

∑ 𝐴𝑖
𝑛
𝑖=1

 .    (11) 

 

Where 𝐴𝑖is the area of the ith object, 𝑥𝑖 and 𝑦𝑖  are the coordinates of the center of the object in 

each part, �̅� and �̅� are the coordinates of the center of the whole object. 
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The line is a collection of points that are infinite in number. If there are two points, namely 

(𝑥1, 𝑦1) and (𝑥2, 𝑦2) then a line can pass this points have equation which can be seen in equation (12) 

(Kosasih & Arfiansyah, 2020). 

 
𝑦−𝑦1

𝑦2−𝑦1
=

𝑥−𝑥1

𝑥2−𝑥1
 .    (12) 

5. Classification 

In this study, the detected vehicles will be classified into two types, namely cars and trucks. In 

vehicle classification, vehicle labeling is carried out using the area of the vehicle based on the resulting 

morphological image.  

 

RESULTS AND DISCUSSION  

Based on the research stages that have been carried out, the data used is vehicle video data in the 

Bintara area, Bekasi. To detect a vehicle, the first stage is to look for the background of the video. Gaussian 

Mixture Models method is used to find the background of the video. After getting the background, then do 

the background substraction, which is to find the difference between the original frame in the video and the 

background of video. The result of the background substraction is a foreground image which can be seen 

in Figure 2.  

  

Figure 2. Result of Background Substraction (a. Foreground Image, b. Background Image) 

Based on Figure 2, it can be seen that there are unwanted objects that appear in the foreground 

image, so the image is done repair. In this study, morphological operations were used to improve the 

foreground image as shown in Figure 3. 

  

 (a) (b) 

Figure 3. Morphological Operation (a. Opening Operation, b. Closing Operation) 

After obtaining a moving object (vehicle), the next step is to make a bounding box based on the 

countur of the morphological operation. In this stage, the centroid of each moving object is also made which 

is used to calculate the number of vehicles. Because there are so many moving objects, in this study it is 
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limited by making a straight line, so that only vehicles that are detected are passing the line as shown in 

Figure 4. 

 

Figure 4. Example of Bounding Box 

In this study, (Kosasih, 2021; Lestari et al., 2019) to evaluate the performance of our model we use 

indicators such as precision, recall and accuracy which can be seen in equations (13), (14) and (15). 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 𝑥 100%     (13) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 𝑥 100%   (14) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑁+𝑇𝑃)

(𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃)
 𝑥 100% .    (15) 

Where: TP (True Positive) is a vehicle detected in real conditions and declared as a vehicle in the 

application, FP (False Positive) is no vehicle detected in real conditions but declared a vehicle in the 

application, FN (False Negative) is a vehicle detected in that condition real but not stated in the application 

and TN (True Negative) is no vehicle detected in real conditions and not stated in the application. 

In the test results in the vehicle video, for (FN) vehicles detected in real conditions but not stated in 

the application, 2 vehicles were obtained as in Figure 5. 

 

Figure 5. Example of False Negative (FN) 

Furthermore, (FP) no vehicle is detected in real conditions but otherwise the vehicle in the application 

obtained by 7 vehicle as shown in Figure 6. 

 

Figure 6. Example of False Positive (FP) 

Next, TP is a vehicle that is detected in real conditions and is declared as a vehicle in the application. 

From this result, there are 57 vehicles as shown in Figure 7. 
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Figure 7. Example of True Positive (TP) 

Based on Figure 5, 6 and 7, we calculate precision, recall and accuracy by using equation (13), (14) 

and (15) which can be seen in Table 1. 

Table 1. Evaluation Model 

Indicator Result 

True Positive (TP) 57 

True Negative (TN) 0 

False Positive (FP) 7 

False Negative (FN) 2 

Precision 89.0625% 

Recall 96.6101% 

Accuracy 86.3636% 

 

Based on Table 1, it can be seen that the precision value is 89.0625%, the recall value is 96.6101% 

and the accuracy value is 86.3636%. The next stage is to classify the vehicle on the vehicle detection results. 
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Based on Figure 7, there are 57 vehicles detected in real conditions and declared as vehicles in the 

application. Furthermore, the classification of 57 vehicles was carried out using the vehicle area. The 

detected vehicles are classified into 2 types, namely cars and trucks. The classification results can be seen 

in Figure 8. 

 

Figure 8. Frame results from vehicle classification 

Based on the result frame from the classification, we perform evaluation by using a confusion matrix 

which can be seen in Table 2. 

Table 2. The Result of Classification 

 Predict Car Predict Truct 

Car 35 2 

Truck 6 14 

 

From Table 2, it can be seen that there are 35 cars in real conditions predicted by the application, 

the number of cars in real conditions is predicted by trucks there are 2. Trucks in real conditions are 

predicted by the application there are 6, the number of trucks in real conditions predicted by trucks there 

are 14. Furthermore, the calculation of the level of accuracy is carried out based on Table 2. 

Classification accuracy =
35+14

35+14+6+2
× 100% =

49

57
× 100% = 85.9649% 

CONCLUSIONS AND RECOMMENDATIONS  

Traffic monitoring is a very important thing to do to know the traffic condition. The security forces 

usually supervise via CCTV or come directly to the location they want to be watched. However, this 

surveillance is not possible for a full day, so a traffic control method is needed, such as detecting a vehicle 

without having to monitor it all day long. In this study we use the Gaussian Mixture Model method and 
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morphological operations to detect vehicles. The data used in this study is traffic video data in the Bintara 

Bekasi area. 

After the video data is obtained, the next step is to find the background of each frame in the video 

using the Gaussian Mixture Models method and perform background substraction to get an image of a 

moving object (vehicle). The image resulting from the background substraction is also called a foreground 

image. The next step is to repair the foreground image using image morphology. The results of 

morphological images are used to detect vehicles by making a bounding box on the vehicle. From the 

research results, it was found that 57 vehicles were detected from 66 vehicles passing through the area, so 

an accuracy rate of 80.43% was obtained. 

The next stage is to classify the vehicles into 2 types, namely cars and trucks. Classification of 

vehicles is based on the area of the vehicle. Based on the classification results of 57 detected vehicles, it is 

found that there are 35 cars in real conditions predicted as cars, 2 cars in real condition predicted trucks, 6 

trucks in real conditions predicted by the application and there are 14 trucks in real conditions predicted as 

trucks. From these results obtained a classification accuracy rate of 85.9649%. 

For further research, to classify vehicles, other methods are used as a comparison, such as deep 

learning methods and others. 
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